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Topic Models

I Topic models are algorithms for discovering the main
“themes” in an unstructured corpus

I Requires no prior information, training set, or special
annotation of the texts
– only a decision on K (number of topics)

I A probabalistic, generative advance on several earlier
methods, “Latent Semantic Analysis” (LSA) and
“probabalistic latent semantic indexing” (pLSI)



differences from previous models

unigram model each word each word is assumed to be drawn
from the same term distribution

mixture of unigram models a topic is drawn for each document
and all words in a document are drawn from the
term distribution of the topic

mixed-membership models documents are not assumed to
belong to single topics, but to simultaneously
belong to several topics and the topic distributions
vary over documents



Uses and applications

I Topic models are algorithms for discovering the main
themes that pervade a large and otherwise unstructured
collection of documents

I Can be used to organize the collection according to the
discovered themes

I Topic modeling algorithms can be applied to massive
collections of documents

I Topic modeling algorithms can be adapted to many kinds
of data. among other applications, they have been used to
find patterns in genetic data, images, and social networks



Advantages over cruder methods

I parametric, so we get estimates of parameters for topic
proportions in each document, and topic weights for each
word

I can incorporate additional information hierarchically (e.g.
using “structural” topic models)

I but we pay for these benefits in the form of far greater
computational complexity







Latent Dirichlet Allocation: Overview

I The LDA model is a Bayesian mixture model for discrete
data where topics are assumed to be uncorrelated (in
“classic” LDA)

I LDA provides a generative model that describes how the
documents in a dataset were created

I Each of the K topics is a distribution over a fixed
vocabulary

I Each document is a collection of words, generated
according to a multinomial distribution, one for each of K
topics

I Inference consists of estimating a posterior distribution
from a joint distribution based on the probability model from
a combination of what is observed (words in documents)
and what is hidden (topic and word parameters)



Illustration of the LDA generative process

answering two kinds of similarities: assessing the similarity between two documents, and assessing the associative 
similarity between two words. We close by considering how generative models have the potential to provide further 
insight into human cognition. 

2. Generative Models 

A generative model for documents is based on simple probabilistic sampling rules that describe how words in 
documents might be generated on the basis of latent (random) variables. When fitting a generative model, the goal is 
to find the best set of latent variables that can explain the observed data (i.e., observed words in documents), 
assuming that the model actually generated the data. Figure 2 illustrates the topic modeling approach in two distinct 
ways: as a generative model and as a problem of statistical inference.  On the left, the generative process is 
illustrated with two topics. Topics 1 and 2 are thematically related to money and rivers and are illustrated as bags 
containing different distributions over words. Different documents can be produced by picking words from a topic 
depending on the weight given to the topic. For example, documents 1 and 3 were generated by sampling only from 
topic 1 and 2 respectively while document 2 was generated by an equal mixture of the two topics. Note that the 
superscript numbers associated with the words in documents indicate which topic was used to sample the word. The 
way that the model is defined, there is no notion of mutual exclusivity that restricts words to be part of one topic 
only. This allows topic models to capture polysemy, where the same word has multiple meanings. For example, both 
the money and river topic can give high probability to the word BANK, which is sensible given the polysemous 
nature of the word. 
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Figure 2. Illustration of the generative process and the problem of statistical inference underlying topic 
models  

 

The generative process described here does not make any assumptions about the order of words as they appear in 
documents. The only information relevant to the model is the number of times words are produced. This is known as 
the bag-of-words assumption, and is common to many statistical models of language including LSA. Of course, 
word-order information might contain important cues to the content of a document and this information is not 
utilized by the model. Griffiths, Steyvers, Blei, and Tenenbaum (2005) present an extension of the topic model that 
is sensitive to word-order and automatically learns the syntactic as well as semantic factors that guide word choice 
(see also Dennis, this book for a different approach to this problem).  

The right panel of Figure 2 illustrates the problem of statistical inference. Given the  observed words in a set of 
documents, we would like to know what topic model is most likely to have generated the data. This involves 
inferring the probability distribution over words associated with each topic, the distribution over topics for each 
document, and, often, the topic responsible for generating each word. 
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(from Steyvers and Griffiths 2007)



Topics example

1. Introduction 

Many chapters in this book illustrate that applying a statistical method such as Latent Semantic Analysis (LSA; 
Landauer & Dumais, 1997; Landauer, Foltz, & Laham, 1998) to large databases can yield insight into human 
cognition. The LSA approach makes three claims: that semantic information can be derived from a word-document 
co-occurrence matrix; that dimensionality reduction is an essential part of this derivation; and that words and 
documents can be represented as points in Euclidean space. In this chapter, we pursue an approach that is consistent 
with the first two of these claims, but differs in the third, describing a class of statistical models in which the 
semantic properties of words and documents are expressed in terms of probabilistic topics. 

Topic models (e.g., Blei, Ng, & Jordan, 2003; Griffiths & Steyvers, 2002; 2003; 2004; Hofmann, 1999; 2001) are 
based upon the idea that documents are mixtures of topics, where a topic is a probability distribution over words. A 
topic model is a generative model for documents: it specifies a simple probabilistic procedure by which documents 
can be generated. To make a new document, one chooses a distribution over topics. Then, for each word in that 
document, one chooses a topic at random according to this distribution, and draws a word from that topic. Standard 
statistical techniques can be used to invert this process, inferring the set of topics that were responsible for 
generating a collection of documents. Figure 1 shows four example topics that were derived from the TASA corpus, 
a collection of over 37,000 text passages from educational materials (e.g., language & arts, social studies, health, 
sciences) collected by Touchstone Applied Science Associates (see Landauer, Foltz, & Laham, 1998). The figure 
shows the sixteen words that have the highest probability under each topic. The words in these topics relate to drug 
use, colors, memory and the mind, and doctor visits. Documents with different content can be generated by choosing 
different distributions over topics. For example, by giving equal probability to the first two topics, one could 
construct a document about a person that has taken too many drugs, and how that affected color perception. By 
giving equal probability to the last two topics, one could construct a document about a person who experienced a 
loss of memory, which required a visit to the doctor.       

word prob. word prob. word prob. word prob. 
DRUGS .069 RED .202 MIND .081 DOCTOR .074

DRUG .060 BLUE .099 THOUGHT .066 DR. .063
MEDICINE .027 GREEN .096 REMEMBER .064 PATIENT .061

EFFECTS .026 YELLOW .073 MEMORY .037 HOSPITAL .049
BODY .023 WHITE .048 THINKING .030 CARE .046

MEDICINES .019 COLOR .048 PROFESSOR .028 MEDICAL .042
PAIN .016 BRIGHT .030 FELT .025 NURSE .031

PERSON .016 COLORS .029 REMEMBERED .022 PATIENTS .029
MARIJUANA .014 ORANGE .027 THOUGHTS .020 DOCTORS .028

LABEL .012 BROWN .027 FORGOTTEN .020 HEALTH .025
ALCOHOL .012 PINK .017 MOMENT .020 MEDICINE .017

DANGEROUS .011 LOOK .017 THINK .019 NURSING .017
ABUSE .009 BLACK .016 THING .016 DENTAL .015

EFFECT .009 PURPLE .015 WONDER .014 NURSES .013
KNOWN .008 CROSS .011 FORGET .012 PHYSICIAN .012

PILLS .008 COLORED .009 RECALL .012 HOSPITALS .011

Topic 56Topic 247 Topic 5 Topic 43

 
Figure 1. An illustration of four (out of 300) topics extracted from the TASA corpus. 

 

Representing the content of words and documents with probabilistic topics has one distinct advantage over a purely 
spatial representation. Each topic is individually interpretable, providing a probability distribution over words that 
picks out a coherent cluster of correlated terms. While Figure 1 shows only four out of 300 topics that were derived, 
the topics are typically as interpretable as the ones shown here. This contrasts with the arbitrary axes of a spatial 
representation, and can be extremely useful in many applications (e.g., Griffiths & Steyvers, 2004; Rosen-Zvi, 
Griffiths, Steyvers, & Smyth, 2004; Steyvers, Smyth, Rosen-Zvi,  & Griffiths, 2004).  

The plan of this chapter is as follows. First, we describe the key ideas behind topic models in more detail, and 
outline how it is possible to identify the topics that appear in a set of documents. We then discuss methods for 
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(from Steyvers and Griffiths 2007)

Often K is quite large!
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(b) Document Assignments to Topics

Figure 1: The latent space of a topic model consists of topics, which are distributions over words, and a
distribution over these topics for each document. On the left are three topics from a fifty topic LDA model
trained on articles from the New York Times. On the right is a simplex depicting the distribution over topics
associated with seven documents. The line from each document’s title shows the document’s position in the
topic space.

In this paper, we present a method for measuring the interpretatability of a topic model. We devise
two human evaluation tasks to explicitly evaluate both the quality of the topics inferred by the
model and how well the model assigns topics to documents. The first, word intrusion, measures
how semantically “cohesive” the topics inferred by a model are and tests whether topics correspond
to natural groupings for humans. The second, topic intrusion, measures how well a topic model’s
decomposition of a document as a mixture of topics agrees with human associations of topics with a
document. We report the results of a large-scale human study of these tasks, varying both modeling
assumptions and number of topics. We show that these tasks capture aspects of topic models not
measured by existing metrics and–surprisingly–models which achieve better predictive perplexity
often have less interpretable latent spaces.

2 Topic models and their evaluations

Topic models posit that each document is expressed as a mixture of topics. These topic proportions
are drawn once per document, and the topics are shared across the corpus. In this paper we will
consider topic models that make different assumptions about the topic proportions. Probabilistic
Latent Semantic Indexing (pLSI) [3] makes no assumptions about the document topic distribution,
treating it as a distinct parameter for each document. Latent Dirichlet allocation (LDA) [4] and the
correlated topic model (CTM) [5] treat each document’s topic assignment as a multinomial random
variable drawn from a symmetric Dirichlet and logistic normal prior, respectively.

While the models make different assumptions, inference algorithms for all of these topic models
build the same type of latent space: a collection of topics for the corpus and a collection of topic
proportions for each of its documents. While this common latent space has explored for over two
decades, its interpretability remains unmeasured.

Pay no attention to the latent space behind the model

Although we focus on probabilistic topic models, the field began in earnest with latent semantic
analysis (LSA) [6]. LSA, the basis of pLSI’s probabilistic formulation, uses linear algebra to decom-
pose a corpus into its constituent themes. Because LSA originated in the psychology community,
early evaluations focused on replicating human performance or judgments using LSA: matching
performance on standardized tests, comparing sense distinctions, and matching intuitions about
synonymy (these results are reviewed in [7]). In information retrieval, where LSA is known as latent
semantic indexing (LSI) [8], it is able to match queries to documents, match experts to areas of
expertise, and even generalize across languages given a parallel corpus [9].
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Latent Dirichlet Allocation: Details

I Document = random mixture over latent topics
I Topic = distribution over n-grams

Probabilistic model with 3 steps:
1. Choose θi ∼ Dirichlet(α)
2. Choose βk ∼ Dirichlet(δ)
3. For each word in document i :

I Choose a topic zm ∼ Multinomial(θi)
I Choose a word wim ∼ Multinomial(βi,k=zm)

where:
α=parameter of Dirichlet prior on distribution of topics over docs.
θi=topic distribution for document i
δ=parameter of Dirichlet prior on distribution of words over topics
βk=word distribution for topic k



Latent Dirichlet Allocation

Key parameters:

1. θ = matrix of dimensions N documents by K topics where θik

corresponds to the probability that document i belongs to topic k ; i.e.
assuming K = 5:

T1 T2 T3 T4 T5
Document 1 0.15 0.15 0.05 0.10 0.55
Document 2 0.80 0.02 0.02 0.10 0.06

. . .
Document N 0.01 0.01 0.96 0.01 0.01

2. β = matrix of dimensions K topics by M words where βkm corresponds
to the probability that word m belongs to topic k ; i.e. assuming M = 6:

W1 W2 W3 W4 W5 W6
Topic 1 0.40 0.05 0.05 0.10 0.10 0.30
Topic 2 0.10 0.10 0.10 0.50 0.10 0.10

. . .
Topic k 0.05 0.60 0.10 0.05 0.10 0.10



Plate notation

Wz

β

M words

θ

N documents

α

δ

β = M × K matrix where βim indicates prob(topic=k ) for word m
θ = N × K matrix where θik indicates prob(topic=k ) for

document i



Validation

From Quinn et al, AJPS, 2010:
1. Semantic validity

I Do the topics identify coherent groups of tweets that are
internally homogenous, and are related to each other in a
meaningful way?

2. Convergent/discriminant construct validity
I Do the topics match existing measures where they should

match?
I Do they depart from existing measures where they should

depart?
3. Predictive validity

I Does variation in topic usage correspond with expected
events?

4. Hypothesis validity
I Can topic variation be used effectively to test substantive

hypotheses?



Example: open-ended survey responses

Bauer, Barberá et al, Political Behavior, 2016.
I Data: General Social Survey (2008) in Germany
I Responses to questions: Would you please tell me what

you associate with the term “left”? and would you please
tell me what you associate with the term “right”?

I Open-ended questions minimize priming and potential
interviewer effects

I Sparse Additive Generative model instead of LDA (more
coherent topics for short text)

I K = 4 topics for each question



Example: open-ended survey responses

Bauer, Barberá et al, Political Behavior, 2016.



Example: open-ended survey responses

Bauer, Barberá et al, Political Behavior, 2016.



Example: open-ended survey responses

Bauer, Barberá et al, Political Behavior, 2016.



Example: topics in US legislators’ tweets

I Data: 651,116 tweets sent by US legislators from January
2013 to December 2014.

I 2,920 documents = 730 days × 2 chambers × 2 parties
I Why aggregating? Applications that aggregate by author or

day outperform tweet-level analyses (Hong and Davidson,
2010)

I K = 100 topics (more on this later)
I Validation: http://j.mp/lda-congress-demo

http://j.mp/lda-congress-demo


Choosing the number of topics

I Choosing K is “one of the most difficult questions in
unsupervised learning” (Grimmer and Stewart, 2013, p.19)

I We chose K = 100 based on cross-validated model fit.
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Choosing the number of topics (contd.)

I BUT: “there is often a negative relationship between the
best-fitting model and the substantive information
provided”.

I GS propose to choose K based on “substantive fit.”



Model evaluation using “perplexity”

I can compute a likelihood for “held-out” data
I perplexity: can be computed as (using VEM):

perplexity(w) = exp

{
−
∑M

d=1 logp(wd)∑M
d=1 Nd

}

I lower perplexity score indicates better performance



Evaluating model performance: human judgment

(Chang, Jonathan et al. 2009. “Reading Tea Leaves: How Humans Interpret
Topic Models.” Advances in neural information processing systems.)

Uses human evaluation of:
I whether a topic has (human-identifiable) semantic

coherence: word intrusion, asking subjects to identify a
spurious word inserted into a topic

I whether the association between a document and a topic
makes sense: topic intrusion, asking subjects to identify a
topic that was not associated with the document by the
model



Example

Word Intrusion Topic Intrusion

Figure 2: Screenshots of our two human tasks. In the word intrusion task (left), subjects are presented with a set
of words and asked to select the word which does not belong with the others. In the topic intrusion task (right),
users are given a document’s title and the first few sentences of the document. The users must select which of
the four groups of words does not belong.

word is selected at random from a pool of words with low probability in the current topic (to reduce
the possibility that the intruder comes from the same semantic group) but high probability in some
other topic (to ensure that the intruder is not rejected outright due solely to rarity). All six words are
then shuffled and presented to the subject.

3.2 Topic intrusion

The topic intrusion task tests whether a topic model’s decomposition of documents into a mixture of
topics agrees with human judgments of the document’s content. This allows for evaluation of the
latent space depicted by Figure 1(b). In this task, subjects are shown the title and a snippet from a
document. Along with the document they are presented with four topics (each topic is represented by
the eight highest-probability words within that topic). Three of those topics are the highest probability
topics assigned to that document. The remaining intruder topic is chosen randomly from the other
low-probability topics in the model.

The subject is instructed to choose the topic which does not belong with the document. As before, if
the topic assignment to documents were relevant and intuitive, we would expect that subjects would
select the topic we randomly added as the topic that did not belong. The formulation of this task
provides a natural way to analyze the quality of document-topic assignments found by the topic
models. Each of the three models we fit explicitly assigns topic weights to each document; this task
determines whether humans make the same association.

Due to time constraints, subjects do not see the entire document; they only see the title and first
few sentences. While this is less information than is available to the algorithm, humans are good
at extrapolating from limited data, and our corpora (encyclopedia and newspaper) are structured to
provide an overview of the article in the first few sentences. The setup of this task is also meaningful
in situations where one might be tempted to use topics for corpus exploration. If topics are used
to find relevant documents, for example, users will likely be provided with similar views of the
documents (e.g. title and abstract, as in Rexa).

For both the word intrusion and topic intrusion tasks, subjects were instructed to focus on the
meanings of words, not their syntactic usage or orthography. We also presented subjects with the
option of viewing the “correct” answer after they submitted their own response, to make the tasks
more engaging. Here the “correct” answer was determined by the model which generated the data,
presented as if it were the response of another user. At the same time, subjects were encouraged to
base their responses on their own opinions, not to try to match other subjects’ (the models’) selections.
In small experiments, we have found that this extra information did not bias subjects’ responses.

4 Experimental results

To prepare data for human subjects to review, we fit three different topic models on two corpora.
In this section, we describe how we prepared the corpora, fit the models, and created the tasks
described in Section 3. We then present the results of these human trials and compare them to metrics
traditionally used to evaluate topic models.
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I conclusions: the quality measures from human
benchmarking were negatively correlated with traditional
quantitative diagnostic measures!



Extensions of LDA

1. Structural topic model (Roberts et al, 2014, AJPS)
2. Dynamic topic model (Blei and Lafferty, 2006, ICML; Quinn

et al, 2010, AJPS)
3. Hierarchical topic model (Griffiths and Tenembaun, 2004,

NIPS; Grimmer, 2010, PA)

Why?
I Substantive reasons: incorporate specific elements of

DGP into estimation
I Statistical reasons: structure can lead to better topics.



Structural topic model

I Prevalence: Prior on the
mixture over topics is now
document-specific, and
can be a function of
covariates (documents
with similar covariates will
tend to be about the same
topics)

I Content: distribution over
words is now
document-specific and can
be a function of covariates
(documents with similar
covariates will tend to use
similar words to refer to the
same topic)



Dynamic topic model

Source: Blei, “Modeling Science”



Dynamic topic model

Source: Blei, “Modeling Science”







Drawbacks of LDA

I discards word order
I assumes documents are exchangeable
I the setting of the hyperparameters has led to a great deal

of confusion, even as we note above, leading to a
misconception about the effective- ness of different forms
of posterior inference

I unclear how to choose the number of topics K



Which implementation in R?

I lda

I topicmodels

I mallet

I stm

In quanteda, matrices compatibile as inputs for these functions
can be created using convert(x, ...)


