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Abstract

Offline evaluation characterizes an information retrieval (IR) system
without relying on actual users in a real-world environment. Offline
evaluation, notably test collection based evaluation, has been the dom-
inant approach in IR evaluation and it is no exaggeration to say that
shared evaluation efforts such as the TREC conferences have defined
IR research over the years. The reason for this success lies in the ability
to compare retrieval systems in a reusable manner.

Several recent trends however necessitate a change in the role and
methods of offline evaluation. First and foremost, online search engines
with large-scale user base has become commonplace, enabling online
evaluation based on user behavior There are new endpoints for search,
such as mobile phones and conversational agents, and the types of
search results has diversified beyond a list of web documents to include
other result types. Finally, crowdsourcing has provided ways for hu-
man judgments of any kind to be collected at a large scale. However,
online evaluation based on user behavior has its own challenges due to
repeatability as well the extensive amount of time needed to get online
evaluation signals from the users. Furthermore, most smaller compa-
nies and academic researchers do not have access to such large scale
user base. Hence, recent research in IR evaluation has focused on the
advent of new offline evaluation paradigms which are more user-centric,
diverse and agile. Maarten: Explain how your

survey relates to Mark
Sanderson’s survey and why
we need your survey now.

?? This survey aims to provide an overview of recent research in IR

Jin: done

evaluation pertaining to the trends above, covering developments since
the last comprehensive survey [Sanderson, 2010]. We first introduce
offline evaluation for IR, focusing on how it relates to other evalua-
tion paradigms such as online evaluation. We also overview traditional
offline evaluation for IR, and how recent trends have shaped the re-
search so far. We then review research in offline evaluation on three
levels: human judgments, evaluation metrics and experiment design.
This organization will allow readers to follow recent developments in
research from micro-level (human judgment) to macro-level (experi-
ment). Finally, we discuss evaluation practice in industry, which has
been a major driving force in research and development in IR.
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1
Introduction

In this chapter, we survey the area and lay conceptual foundations
for the rest of the paper. We first provide an overview of different
approaches to IR evaluation. We then focus on offline evaluation, ex-
plaining traditional approaches and recent trends. Finally, we introduce
a conceptual framework and the outline for the rest of this paper.

1.1 Evaluation Paradigms in IR

Evaluating a search system, or any system that supports information
access such as recommendation or filtering, is a complex problem. The
performance of a search system is dependent on various contextual fac-
tors, such as the task at hand, the user’s preference, abilities, location
and other characteristics, and even the timing of the interaction. Also,
the ultimate source of ground truth, the user’s judgment, is subjective,
volatile, and often hard to come by.

1.1.1 Offline vs. Online Evaluation

In order to meet these challenges, IR researchers have built a rich eval-
uation tradition. Most of this work has been based on a few simplifying
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4 Introduction

assumptions. The document collection is static and the user’s informa-
tion need is represented as a description or a keyword query. The user’s
judgments in situ are replaced with judgments collected post-hoc and
from third parties, often in the form of binary or numeric-scale labels.

We can define this evaluation paradigm as offline evaluation
[Sanderson, 2010] in that the evaluation of the system can happen
without requiring an actual user. This makes offline evaluation partic-
ularly suitable for early-stage evaluation of an IR system, when users
are hard to come by. Another typical characteristic of offline evaluation
is that the test collection (a set of tasks, judgments and documents) is
’reusable’, in that once built it can be used to evaluate new systems; be-
cause many factors are controlled, evaluations are also commensurable
across time and between researchers.

An evaluation paradigm contrasting with offline evaluation is called
online evaluation. In a recent survey on this topic, online evaluation
is defined as the evaluation of a fully functioning system based on
measurement of real users’ interactions with the system in a natural
environment [Hofmann et al., 2016]. That is, online evaluation directly
employs user behavior in natural environment for evaluation.

As large-scale online services are commonplace now, online evalu-
ation has become a viable option for companies with running services
with large user bases. In the literature, there has been a plethora of
papers on methodologies for online evaluation. While online evaluation
has benefits in using data readily available as a by-product of serv-
ing users, this dependence on user behavior also creates limitations for
online evaluation, which we will discuss later in this section.

Now, let us compare two evaluation paradigms – offline and online
evaluation. Table 1.1 summarizes the advantages and disadvantages of
online vs. offline evaluation.

Offline evaluation typically requires access to explicit judgments
of relevance obtained from relevance assessors, or judges. Obtaining
judgments is an expensive procedure; hence, online evaluation tends to
be cheaper than offline evaluation. Furthermore, online evaluation is
based on signals that directly come from real users, which can enable
us to get a more realistic signal of user satisfaction.
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Table 1.1: Pros and cons of offline vs. online evaluation

Online Offline
Pros Very little marginal cost No need for production system

Based on actual user behavior Easy to try new ideas
Amortized cost / reusability

Cons Need for production system High marginal cost of label collection
Need for large-scale data Need for judging infrastructure
Noisy interpretation of behavior Need for ‘ground truth’ judgments

Difficult to model real users behavior

On the other hand, online evaluation requires a running system as
it is based on signals from real users. First, in initial stages of system
development we simply might not have real users to study. Further-
more, small companies and academics may not have access to a large
volume of users to be able to collect reliable signals. On the other hand,
with the availability of various crowdsourcing services, it is relatively
easy to collect labels from human judges.

Another major problem in online evaluation is that usually a sig-
nificant amount of usage data is needed before one can reach reliable
signals of satisfaction. Although there are techniques such as interleav-
ing [Radlinski and Craswell, 2010] which allows more sensitive online
experimentation given the same amount of data, such technique is lim-
ited in the scope of evaluation. Hence, online evaluation tends to be
very slow, which may not be suitable for evaluating the quality of new
methodologies quickly. ?? Maarten: please qualify, see

early work by Joachims
Jin: done

More importantly, signals obtained from real users tend to be noisy
and traces of user behavior are often insufficient to measure a user’s
true satisfaction. As an example, let’s take clicks on results for evalu-
ating a search engine. While a click is certainly an indication that the
user is interested in the result, it is not clear whether the clicked result
was actually satisfying [Kim et al., 2016]. Also, clicks are often con-
centrated on the top of the page regardless of result quality [Radlinski
and Joachims, 2006], making them difficult to interpret. All in all, the
ambiguity and bias inherent in user behavior often make it hard to
infer users’ real experiences. ? ? ? Maarten: What is "true qual-

ity"? In the eyes of the users?
Of the judges? Of the man-
agers?
Jin: I would say at the
collective voice of end users,
although capturing them
would not be trivial.
Paul: have tried to clarify

Another consideration is the reusability of the data collected. In of-
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fline evaluation, typically the label is collected at the level of individual
information item (i.e., document) and the system is evaluated by its
ability to put more relevant items on top. This means the labels can
be reused to evaluate new systems that produce different rankings of
the same items. By contrast, the data collected from online system is
typically valid for the evaluation of the system user interacted with,
although there are new research to address these issues.

Offline evaluation, on the other hand, tends to be fast once explicit
judgments of relevance are obtained from relevance assessors. Once
these judgments are collected, they can be used to evaluate the quality
of sytems quickly. This makes offline evaluation very suitable for trying
new ideas, and the initial cost can be amortised over many experiments.

One major drawback of offline evaluation is the expense of collect-
ing these explicit judgments, or the ground truth. Obtaining relevance
judgments can be slow and expensive, and has to be repeated if the
notion of relevance changes. Furthermore, these explicit judgments of
relevance tends to come from a third-party assessor, as opposed to the
real user of the system. Hence, the assessor may have a different under-
standing than an actual user as to what documents should be consid-
ered relevant; and this can make a change to the collected judgments
[Bailey et al., 2008]. Finally, depending on the domain (i.e., medical
or engineering) or task (i.e., personalized search), it can be difficult to
find capable assessors. ??Maarten: plus difficulties of

getting expert labels in some
domains/tasks (personalized
search) plus dynamics of rel-
evance
Jin: added

Finally, offline evaluation metrics tend to be based onmodels of user
behavior, as opposed to behavior signals obtained from real users, and
modeling users can be quite challenging due to the variance in behav-
ior and expectations of real users. Hence, evaluation metrics based on
user models may not necessarily reflect user satisfaction. Much recent
work in offline evaluation focuses on this issue, which we will review in
Chapter 2.

1.1.2 Hybrid Approaches

So far we have compared two evaluation paradigms – offline and online
evaluation – with distinctive characteristics. Offline evaluation is based
on human judges as substitution of real users, and has strengths in
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experimental control and reusability. Online evaluation is based on user
behavior, and has strengths in fidelity and cost.

While these two approaches comprise the majority of evaluation
efforts, there have been several approaches trying to find a middle
ground. Click modeling [Chuklin et al., 2015] and counterfactual online
evaluation [Li et al., 2015, 2010], for example, re-use online user data
for future evaluation. These approaches, while enabling the re-use of
online user data, are still limited in that they are based on implicit sig-
nals from user behavior. For instance, it is not trivial to decide whether
a user indeed found the clicked document relevant or not, even with all
the contextual information. ? ? ? Maarten: Not sure. You want

to make this argument. The
exact same thing can/should
be said about expert judges.
They are not not real users so
their judgments aren’t nec-
essarily an indication that
users will find a document
relevant/useful.
Jin: The argument has been
softened a bit
Paul: We’ve also mentioned
exactly this in §1.1.1, just
above

Another related line of work is user study-based evaluation [Bron
et al., 2013, Liu et al., 2014, Shah and González-Ibáñez, 2011], which
is widely used in interactive IR studies [Kelly, 2009]. In such work, a
group of participants are typically brought into a lab environment and
asked to perform a set of (usually predetermined) search tasks. It is
common for this type of study to collect both behavior and labels from
the participants to get a more complete picture of search activity.

User studies bear similarities with offline evaluation in that they
typically involve some form of explicit judgments, but their emphasis
is more on understanding some aspect of users’ search behavior, as
opposed to comparative evaluation among search systems. Also, user
studies tend to be limited in scale (typically fewer than 100 partici-
pants) and based on a biased, possibly not representative, sample of
participants (typically people within the same institution). ? ? ? Maarten: but then TREC is

even worse off, just a handful
of assessors. . .
Jin: Crowdsourcing can help
here. . .
Paul: If we’re talking about
newer forms of offline eval-
uation, it would be surpris-
ing to only have 7 assessors!
(I think the TREC number’s
been that low at times.) So
the text seems ok to me I
think.

However, the distinctions are getting blurred as search engines in-
creasingly serve more complex results, and SERP (search engine results
page) or session-level evaluation is drawing more attention. In fact,
some recent research has tried to employ task completion environment
with human subjects for system-to-system comparison [Xu and Mease,
2009]. Also, crowdsourcing techniques are reducing barriers in getting
access to a large number of subjects with diverse backgrounds. We will
return to this point in Chapter 2.

1.1.3 Combining Approaches for Evaluation
Jin: Paul/Emine – please re-
view this new section more
carefully...
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?? Given a variety of options for evaluation – online, offline and evenPaul: Done, made some small
changes hybrid ones, it may not be clear which to choose. However, the very

existence of these different approaches predicate? the multifaceted na-Paul: “predicate”?
ture of the problem. Then, it makes sense to combine approaches for
evaluation in order to get a full picture of the quality. Here we describe
two ways to combine multiple approaches for evaluation.

1.1.4 Funnel Approach for Combination

In industrial settings, it has been common to combine offline and online
evaluation in sequence. Since many more algorithms are sent for tests
than are finally deployed, this process is sometimes called the evaluation
funnel.

The process starts with a set of new search algorithms which are
candidates for deployment. First, they are evaluated against the exist-
ing technique (baseline) using an offline evaluation method. This en-
sures that the new techniques meet a minimal quality bar before they
are exposed to users, and the cost of evaluation can be kept low if the
offline labels can be reused across evaluations.

Once we have a subset of algorithms which passes the bar using
offline evaluation, they are ready for online evaluation, which can be
done by showing them to the user in a controlled experiment. This step
ensures that the new algorithm does have a positive impact, measured
in the gain of various online metrics. It then would be ‘shipped’ to
users.

For this funnel approach to work, it is important that the evaluation
results earlier at the funnel (offline evaluation) show reasonable agree-
ment with the results at the later stages (online evaluation). Ideally,
the offline evaluation results should be a lenient filter which includes
all the techniques with positive online evaluation results, so that it can
reduce the number of algorithms sent for online evaluation.?Paul: A “lenient” filter would

let more pass; “includes all”
does not imply “reduce the
number”.

For this reason, it is important to understand the relationship be-
tween online and offline evaluation methods, and there have been sev-
eral studies examining this issue. Huffman and Hochster [2007] ex-
amined the relationship between per-query relevance measures and
session-level user satisfaction, finding that the relationship is quite
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strong, and that including the session-level information makes it even
stronger. ? ? ? Maarten: The relation be-

tween online and offline eval-
uation needs a more thor-
ough treatment. The discus-
sion would have to include
correlations between offline
metrics and online metrics.
Jin: Discussion added here
Paul: Still needs ex-
tension I think; e.g.
work by Hansen/Turpin,
Turpin/Scholer, and re-
sponses. Al-Maskari,
Sanderson, per notes in the
source?

Radlinski et al. [2008] showed that paired experimental design for
online evaluation (i.e., by interleaving two ranked lists) gives reasonable
agreement with retrieval quality. Radlinski and Craswell [2010] further
developed this idea to compare the sensitivity between metrics, showing
that offline evaluation based on 5,000 judged queries has sensitivity
equivalent to 50,000 user impressions.

1.1.5 User Modeling Approach for Combination

The ‘funnel approach’ above combines offline and online evaluation
in sequence, to find a set of ranking techniques that satisfies both.
Alternatively, one can build a metric based on some model of users
to capture the elusive concept of user satisfaction. The combination of
data from online sources (user behavior) and offline sources (judges) is
often the key in building such models.

For offline evaluation, online user behavior can inform the various
parameters of the metric so that the resulting metric values better
reflect user satisfaction. Recent work on offline evaluation metrics has
embraced online user data to tune parameters of the metrics [Carterette
et al., 2011, 2012, Smucker and Clarke, 2012, Yilmaz et al., 2010, for
example]. ? Paul: expand here, what did

these people do? e.g. dis-
cuss how Mark and Char-
lie measured reading time, or
how the cascade model fitted
p(click)

For online evaluation, labels from human judges (or from user them-
selves, if available) can be used to build a model of successful search
sessions. [Hassan et al., 2010] and [Hassan, 2012] built a model of satis-
faction based on human? annotation of user sessions, or in-situ feedback

Paul: third-party?from users, respectively.? Ageev et al. [2011] built a game-style interface
Paul: and what was this
model, how was it used?

where the goal is to perform a search task and then rate the experience,
and then built a model of success which predicts the ratings given a
sequence of behavior.? Paul: so. . . ?

1.1.6 Summary

So far we have looked at various approaches to IR evaluation. Online
evaluation based on user data and offline evaluation based on human
judgments are the two dominant approaches, and other approaches
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have the characteristics of both. Given these approaches have different
characteristics, it makes sense to combine a few methods in many cases.
In summary, here is our list of recommendations for deciding on which
approach, or combination of approaches, to use.

1. Start with offline evaluation when usage data is not available,
or the amount of user data is not sufficient to draw meaningful
conclusions.

2. Even if sufficient usage data is available, consider offline evalua-
tion if you want to impose certain policies on evaluation results,
or if there is a certain area which online evaluation cannot cover.

3. Consider a user study if a certain aspect of user behavior needs to
be better understood, or you require detailed feedback describing
the user experience.

4. Consider combining both offline and online evaluation approaches
in a funnel, or building a user model which leverages both data
sources.

1.2 A General Framework for Offline Evaluation

So far, we have outlined major evaluation paradigms for IR evaluation.
The goal of this paper is to provide a practical guide to conducting
offline evaluation for both academic and industry practitioners. Here
we outline two major scenarios which we cover in this paper.?Paul: what are the two? it’s

not clear from the below.
academic and industrial?

In traditional IR research, a typical evaluation scenario is to im-
prove the performance of a document retrieval system given a test
collection and a pre-determined set of evaluation metrics. For instance,
in the TREC Web Track, participants are given a collection of web
documents, and then asked to submit the results for their systems in
a designated format. These are then evaluated on metrics like NDCG
[Järvelin and Kekäläinen, 2002] or ERR [Chapelle et al., 2009].

While academic IR research has developed well-accepted offline
evaluation practices for document retrieval based on explicit labels,
there are many evaluation scenarios not addressed in research from a
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practitioners’ standpoint. There are multiple components in a modern
IR system such as a web search engine, and evaluating each requires
different emphases and considerations. For instance, evaluating a query
suggestion system can be quite different from evaluating a document
ranking system.

Also, building a working system serving a large number of real users
takes several stages of development. The evaluation at early stages
would be more exploratory in nature, whereas at later stage the fo-
cus would shift to making ship decisions.? We can call the former Paul: define? or perhaps this

is a common enough terminformation-centric evaluation in that the goal is to collect informa-
tion helpful for system development and debugging, where the latter
can be considered number-centric in that the goal is to get reliable
performance numbers for decision making.

Another characteristic of IR evaluation in industry settings is that
the evaluation is an on-going process which takes multiple iterations
over the lifetime of the service, as opposed to a one-off research project.
This necessitates the development of so called evaluation pipelines
where any new system can be evaluated on a ongoing basis.

Since the goal of this paper is to meet the need of practitioners
as well as academic researchers, we describe decisions one needs to
make in conducting offline evaluation across the various scenarios out-
lined above. We also focus on considerations in designing a evaluation
pipeline in industry settings in Chapter 5.

Dealing with evaluation problems across many scenarios requires a
general framework. For the rest of this chapter, we introduce definitions
and a general process in offline evaluation which will constitute the
framework.

1.2.1 Definitions

First, here are a few definitions that will be used throughout this paper.
These comprise the components of offline evaluation.

Evaluation Goal What is trying to be achieved through the evalua-
tion? What is the coverage, criteria, and budget for evaluation?
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Search Task A search task is a user’s information need, at a partic-
ular time and in a particular context.? It is typically represented as aPaul: I’ve added the last

phrase, please check you
agree

description or as a query.

Search Engine A search engine is an IR system that include both the
interface and algorithm under the hood. The goal of evaluation is to
evaluate some aspect of the search engine.

Judging Target Judging target denotes a result produced by an IR
system, and the item which is evaluated. It can be of any granularity
– a snippet, a web document, or an entire SERP.

Human Judgment A human judgment is an assessment of a judging
target by a human judge, in the context of a search task, over some
dimension of quality.

User Satisfaction Measuring user satisfaction is considered as the
goal of evaluation.? It can be elicited directly from the user, be inferredPaul: “is a common goal”

surely? by human judges given the transcript of search session, or be inferred
from user behavior.?Paul: added the last clause,

please check
User Model A user model is a simplified abstraction of users’ behavior
(for example, clicks and queries) and possibly of users’ cognition (for
example, learning or satisfaction). Models in IR evaluation can typically
be implemented as simulations, or can be used to derive metrics, given
appropriate parameters (which may be learned from data). ? ?Jin: please verify

Paul: I tweaked this a bit,
please check Evaluation Metric An evaluation metric (or metric in short) summa-

rizes judgments into a single score. The design of an evaluation metric
depends on the type of judgments being collected, and the model of
user behavior. By assumption, improvements in metrics reflect an im-
provement in some aspect of user experience.?Paul: added the last sentence

Experiment We define an experiment as a collection of search tasks,
judging targets, and human judgments with a specific evaluation goal.
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An evaluation metric summarizes the outcome of an experiment with
a test collection, and appropriate statistical techniques can be used to
make a claim about the validity and reliability of the findings.

1.2.2 Evaluation Goal

The first step in offline evaluation is defining a clear evaluation goal.? Paul: Possibly reference Sc-
holer et al. [2013c]?The evaluation goal itself is a multifaceted concept which can include

success criteria, coverage and criteria.? These are all critical questions Paul: criteria. . . and criteria?
Perhaps “type” for the first
one?

that can determine many parameters of evaluation. Here we look into
each in detail. ??

Jin: Paul/Emine – please re-
view this new section more
carefully...
Paul: ACK, have done

Evaluation Types First and foremost, evaluation goals should include
the motivation and success criteria.? While there can be many reasons

Paul: success for who? the
experimenter?

for performing an evaluation – understanding performance, finding de-
fects, making a shipping decision, etc., one can broadly define two types
of evaluation – exploratory vs. confirmatory, borrowing from the two
major types of statistical analysis.

The goal of exploratory evaluation is to examine the performance
of the search engine in question. This can include assessing the perfor-
mance of the search engine overall, or finding glaring defects to be fixed
before shipping the product to the customers. In contrast, the goal of
confirmatory evaluation is to derive numbers that can be the basis of
decision making. This mostly takes the form of delta between two or
multiple search engines.? Paul: so couldn’t many eval-

uations be both, i.e. produce
a number to assess perfor-
mance?

These two evaluation types suggest different criteria of success,
which results in different approaches. For exploratory evaluation where
focus is on discovery, the design of a judging interface should emphasize
the collection of detailed information about the judging target, whereas
for confirmatory evaluation the focus should be mostly on collecting ac-
curate labels for metric calculation.

Evaluation Coverage The coverage of an evaluation denotes the tar-
get feature and the context. A modern search engine is composed of
various components such as query processor, ranking algorithm, and
user interface generator, just to name a few. Therefore, it is important
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to clearly define which part of search engine to focus on.
Also, the effectiveness of a search engine is heavily dependent on

various factors such as topic, user location and preference. For instance,
a search engine which is excellent in sports and entertainment can be
lousy in academic topics due to the type and characteristics of doc-
ument collection. Therefore, it is crucial to design evaluation so that
these various aspects are covered.

Evaluation Criteria The quality of a search engine can be defined in
many dimensions. Topical relevance would be a main concern for any
search engine, but there are other criteria which can be the focus of
evaluation, such as novelty, freshness and authority of results. Also,
some evaluation criteria such as diversity and topic coverage can be
defined only at the granularity of an entire result set.

1.2.3 Evaluation Process

Given the evaluation goal, here we discuss the general process for offline
evaluation. At a high level, offline evaluation based on human judgment
is composed of three steps: 1) judgment design, 2) metric design and 3)
experiment design. Alternatively, you can consider the whole process in
terms of collecting data (judgments), combining them into meaningful
numbers (metrics), and carrying out experiments to test hypotheses
and draw conclusions (test collection?). Now we discuss major consid-Paul: “experiment design”,

by parallel? erations in each step.

Designing Human Judgments

The basic unit of offline evaluation is the individual judgment, which
capture the quality of the results for given search tasks. The first step
is therefore to define judgment details. Here are major considerations
in this step:

1. How do you define and collect search tasks?

2. What should be your judging unit?

3. How do you design judging interface?
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4. How do you hire and manage judges?

Designing Evaluation Metrics

The second step in offline evaluation is selecting or designing an eval-
uation metric. This is essentially the question of how to combine indi-
vidual judgments into meaningful numbers.

1. How do you transform the labels from human judges?

2. How do you define a user model, and use it to combine labels into
a metric?

3. How do you estimate parameters for the user model?

Designing Experiments

Lastly, judgments and metrics should be combined to achieve the goal
of evaluation. Since this is an iterative step which takes several stages
of refinement, here we describe methods and criteria.

1. How do you size the test collection to fulfill your evaluation goal?

2. How do you evaluate the validity of the outcome?

Paul: reliability too?
?

1.2.4 Summary

In this section, we introduced definitions and a general process in offline
evaluation which constitutes a general framework for offline evaluation.
In what follows, we make the discussion more concrete by describing
recent trends in offline evaluation using this framework.

1.3 Trends in Offline Evaluation for IR

Information retrieval has a rich tradition of evaluation, both online and
offline, and this tradition has been responsible for some of the rapid
advances in search technology of the past two decades [Rowe et al.,
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2010]. Below we survey traditional approaches to offline evaluation, and
consider trends in recent years which suggest new roles and methods.

1.3.1 Traditional Approaches to Offline Evaluation
Jin: Paul, please review and
revise; definitions can be
moved to earlier sections

? The traditional offline approach to IR evaluation is the test collection,
or “Cranfield”, approach first described by Cleverdon [1967] and refined
through exercises such as the Text REtrieval Conference (TREC; see
Voorhees and Harman [2005] for an overview). We will summarise this
approach here, noting that Sanderson [2010] provides a historical sum-
mary and comprehensive discussion.Maarten: That’s a narrow

view of IR: why not "pro-
vide the right information to
the right person in the right
way". So this could be about
documents, but it could also
be about answers, entities,
etc.

?? In its most basic form, we can think of an information retrieval

Jin: done

system as providing the right information to the right person in the
right way. A user has an information need; they express this as a query;
and the system will draw on the collection of information to produce
some set of results (Figure 1.1a).

The test collection approach simulates this model by using the judg-
ments of relevance and evaluation metrics that aim at measuring the
quality of the results presented to the user (Figure 1.1b). The query,
document collection, and retrieval system are as before but three com-
ponents are added:Maarten: Should you not

more explicitly and formally
define what these core con-
cepts are: need, query, inut
for a need, test collection
plus the relation between
them?

?

Judges interpret the user’s information need, for example on the basis
of the query or other context; and consider the extent to which
each document in the collection answers this need.

Judgments record this information obtained from the judges for each
(query, document) pair.

Evaluation is then a matter of aggregating the recorded judgements
for the set (or ranking) of documents retrieved by the system; or
comparing the documents retrieved with the documents judged
as relevant.

For example, precision can be calculated by counting the number of
retrieved documents which were marked as relevant; recall can be calcu-
lated by comparing the number of retrieved documents judged relevant
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(a) A simplified model of a retrieval system in context.

(b) Extension of the model, illustrating third-party relevance judges and the
formation of a test collection.

Figure 1.1: Test-collection-based evaluation of an information retrieval system.
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with the overall number judged relevant; or rank-sensitive metrics, such
as average precision or reciprocal rank, can look at the judgment for
each retrieved document in turn.

Abstractions
Maarten: should you not
put that in the big picture
from the start? in a sense,
we are sampling everywhere,
queries, documents, judges.
it would be good to point out
the uncertainties that come
with this from the start

? In principle, the judgements formed are complete—that is, the col-
lection includes a judgment for each possible (query, document) pair.
Although this was true of some of the earliest exercises [Cleverdon et al.,
1966], it is clearly impossible for today’s much larger document sets.
Two shortcuts have allowed researchers to collect useful judgments re-
gardless. First, a simplifying assumption is that every search is over the
same, fixed, document collection: that is, the documents do not change
over time and nor are they different for different information needs (or
users—as would be the case for personal or corporate collections).

Even allowing for this, it is clearly impossible to judge each of mil-
lions (or billions) of documents for any arbitrary information need.
Pooling provides a common shortcut. In a pooled evaluation, each of
a number of search systems provides its own ranking of documents,
perhaps by running the same query on each. Every document which
appears in the top k in any ranking is then judged, so if N systems
contribute to the pool there are at most Nk judgments to be made:
likely fewer, as some documents will appear in more than one list.

A related assumption is that each need can be captured in a single
expression: that is, most (although not all) collections include a single
query for each need. Although this is clearly a very small sample of
possible inputs for the need, and although relatively small changes to
a query can result in large changes in measured effectiveness [Bailey
et al., 2015b], a large sample of needs can still capture useful variation.

Judging is also abstracted from real users in real contexts, in order
to collect judgments at scale. The largest assumption here—indeed, an
assumption relied upon by most effectiveness metrics—is that judg-
ments are independent. That is, it is assumed that the extent to which
a document is relevant to a need is independent of any other document
which might be returned, or the order in which they are seen by the
user. Notable exceptions are techniques from Golbus et al. [2014] and
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Chandar and Carterette [2013], who used relevance judgments based
on other documents.

The notion of “relevance” is also normally abstracted. Although
in reality relevance is complex, multi-facteted, and highly contextual
[Borlund, 2003b, Saracevic, 2016], judges are often given much simpler
instructions which can for example boil down to what Borlund [2003b]
calls “intellectual topicality” alone. Recent work such as that by Mao
et al. [2016] and Verma et al. [2016] also aims at extending this narrow
definition of relevance. We delve into this in Chapter 2.

Test Collections

A central concept in traditional IR evaluation is the test collection. A
test collection is the combination of

• a fixed set of documents;

• a set of information needs or topics, typically each with an asso-
ciated query; and

• a set of relevance judgments which detail the relevance of at least
some documents to each need.

Because they involve a static representation of an information-
seeking session, test collections can be distributed;? the judgments Maarten: what does that

meantherein are reusable; and, in combination with one or more effectiveness
metrics, they make it simple to compare systems. ? Maarten: Explain how your

survey relates to Mark
SandersonâĂŹs survey and
why we need your survey
now.

Test collections have been especially valuable for evaluation as they
are easy to re-use: typically the limiting factor is just physical (or net-
work) distribution of the documents themselves.? Since they are so

Maarten: nope: pool biasabstracted, they are self-contained, and it is trivial to compare results
across systems, times, or laboratories.

A noteworthy example of this is the Text REtrieval Conference
(TREC) series, run annually by the (U.S.) National Institute of Stan-
dards and Technology (NIST). Since 1992 these conferences have been
based around shared evaluations, using test collections so that each
participating system can be directly compared to others Voorhees and
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Harman [2005]. The model has been adopted by a number of other con-
ferences including the NTCIR Workshop1, the Conference and Labs of
the Evaluation Forum (CLEF)2, and the Forum for Information Re-
trieval Evaluation (FIRE)3. These collections now include genera such
as the web, microblogs, genomics, tourism, email, and others and in
virtue of their scope and portability have become standard tools for
information retrieval research.?Maarten: Think of Hersh

paper about relation be-
tween offline and user stud-
ies. Think also of relation be-
tween offline and online: of-
ten online is the key metric
(REF?); e.g., work by Alek-
sandr Chuklin.

1.3.2 Recent Trends in Offline Evaluation

Jin: Emine, please review
and revise; definitions can be
moved to earlier sections

?

So far we have looked at traditional approaches in IR evaluation.
While this tradition has served the community well for the past few
decades, there has been several trends which necessitate a change in
the roles and methods of IR evaluation. In this section, we outline
recent trends and discuss implications for offline evaluation.

User-Centric Evaluation

First and foremost, online search engines with large-scale user bases
have become widely available and used, enabling online evaluation
based on user behavior. This availability of user data has opened up
the possibility of validating the assumptions of offline evaluation with
actual user data. Recent work on evaluation metrics has embraced on-
line user data to tune parameters of the metrics [Carterette et al., 2011,
2012, Smucker and Clarke, 2012, Yilmaz et al., 2010, for example].

The overall outcome of this trend is the advent of new IR evaluation
paradigms which are more user-centric, diverse and agile. Here, being
user-centric means that the evaluation process is based on a model of
user behavior, or/and aims to improve user satisfaction or other user-
visible measure such as engagement or task completion [Scholer et al.,
2013b]. ?Maarten: this is a very

diffuse definition of "user-
centric, diverse and agile"
evaluation. Can you split out
the three notions and be
more precise about the def-
initions of each? Also, what
is a user-visible measure?
Please define.

This has already led to new methodologies to better estimate
user satisfaction and behavior in judgment collection [Verma and Yil-

1http://research.nii.ac.jp/ntcir/index-en.html
2http://www.clef-initiative.eu/
3http://fire.irsi.res.in/

http://research.nii.ac.jp/ntcir/index-en.html
http://www.clef-initiative.eu/
http://fire.irsi.res.in/
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maz, 2016, Verma et al., 2016] or metric design [Yilmaz et al., 2010,
Carterette et al., 2011, Chapelle et al., 2009]. Also, some recent work
has looked at cross-metric correlation, aiming to align IR evaluation
with user satisfaction or some proxy of it [Al-Maskari et al., 2007,
Radlinski and Craswell, 2010].? Maarten: There is quite a bit

more on this.
Diverse Endpoints and Search Scenarios

There are also new endpoints for search beyond desktop web browsers,
such as mobile phones and conversational agents. This has opened up
a whole area of research which focuses on different interaction methods
and user experiences across endpoints. For instance, mobile devices
have much smaller screen dimensions and the interaction is based on
touch, while conversational agents use natural language, often in voice,
to interact with the user.

Even for web search itself, the types of search results have diver-
sified beyond the list of web documents to include other result types
such as images, videos, news and even direct answers. This diverse set
of results types, and corresponding user interface designs, breaks many
assumptions of traditional IR evaluation, providing rich opportunities
for exploration. In particular, many of these ’answers’ can directly sat-
isfy users’ information needs on the SERP, making it hard to apply
click-based evaluation techniques [Li et al., 2009, Diriye et al., 2012].? Maarten: See Chuklin et al,

CIKM 2016?

Maarten: I suggest organiz-
ing this differently: in ev-
ery paragraph, first men-
tion problem/challenge, then
mention recent work that ad-
dresses this challenge, then
scope: either point to later in
the survey in case you are ad-
dressing the problem or ex-
plicitly say that you are not
addressing it

IR evaluation research has with various lines of work. There has
been increased interest in whole-page evaluation and optimization
[Zhou et al., 2012], which encompasses a wide variety of page elements
beyond web results. Task and session-level evaluation has also drawn
interest [Kanoulas et al., 2011a, Carterette et al., 2014b], with TREC
tracks of the same name [Carterette et al., 2014a]. Finally, there have
been new lines of work focusing specifically on mobile interfaces [Verma
et al., 2016], or evaluation of search with spoken agents [Kiseleva et al.,
2016].

Crowdsourcing / Agile Evaluation
Maarten: I don’t see how the
novelty or exploratory nature
of new endpoints and scenar-
ios calls for an agile manner
of collecting labels. Vague.
What do you mean "with less
investments". Simply that it
should be cheaper? Or that
TREC style judging does
not scale for financial rea-
sons? Aren’t new devices and
crowdsourcing orthogonal?
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?

These diverse new endpoints and scenarios for search required ways
to collect labels in a more agile manner, because many of these services
are new and exploratory by nature, with less investments compared to
well-established ones like web search. Also, in academic settings, it has
been difficult to recruit participants with diverse backgrounds at scale.

Fortunately, services such as Amazon Mechanical Turk have pro-
vided new ways for human judgments of any kind to be collected at
a large scale. These services are called ‘crowdsourcing’, in that they
pull the ‘wisdom of the crowd’ for tasks needing human intelligence.
Accompanying this alternative data collection method is a challenge
in quality control, since the labeling work is completed by a remote
worker on the internet.

Given these opportunities and challenges, there has been quite a
good deal of research on collecting high-quality labels with low ef-
fort [Alonso, 2012]. Popular approaches include using overlapping judg-
ments to identify ground truth labels [Venanzi et al., 2014], or identify-
ing the quality of judges based on their behaviors [Kazai and Zitouni,
2016]. We cover some of these methods in Section 2.3.2.

1.3.3 Summary

1.4 The Organization of this Survey

In the following chapters, we describe each process of offline evaluation
in detail so that a reader can design his or her own evaluation pipeline
following the flow of this paper. Chapter 2 deals with gathering judg-
ments, which need to be created for the purpose. Chapter 3 considers
steps in designing an effective metric. Chapter 4 covers the methods in
designing and analyzing experiments. Finally, Chapter 5 describes eval-
uation practices from major companies in search and recommendation
area. ??Maarten: How is this consis-

tent with earlier statements
and definitions that all seem
to focus on *document re-
trieval*,
Jin: We’ll discuss IR evalua-
tion more generally.
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Human Judgments

The goal of collecting human judgments is to estimate the satisfaction
of actual users of a search system, by asking explicit questions to judges
(or assessors) who simulate the actual users. A canonical example is
collecting a binary relevance judgment for a document given a search
topic. The form of human judgments can be quite varied, however,
depending on the type of search task and judging target.

We will start with an example to make the discussion more concrete.
Figure 2.1 shows a judging interface for evaluating the quality of a
search engine results page (SERP) given the query ’crowdsourcing’.
This example presents basic ingredients in collecting human judgments
– search tasks and judging targets. From this example one can imagine
a myriad of possibilities in designing a human judgment task.

While this is a simple example, it presents numerous trade-offs one
can make in collecting human judgments. You can use either a (po-
tentially ambiguous) keyword query, a well-defined topic description,
or a description of a larger information-seeking task. You can collect
judgments for a web document or any SERP element, including in-
stant answers or a list of news articles. Queries, topics, or tasks could
be created in many ways. And so on.

23
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Figure 2.1: An example UI for human judgment collection.

The rest of this chapter is to give you guidance in collecting hu-
man judgments, in the light of recent literature on this topic. We will
look over how to collect search tasks and how to determine a judging
target. Various considerations in designing a judging interface will be
examined, as well as methods for finding and managing human judges.

2.1 Collecting Search Tasks

Before considering judgment design, one needs to collect or construct
search tasks against which search results will be evaluated. Search tasks
are users’ information needs that are typically represented as a descrip-
tion or as a query. In a setting where the search engine is used by actual
users, the job of collecting search tasks can be as simple as sampling
from queries users issue, whereas without access to such resources one
needs to create tasks based on assumptions of target users and infor-
mation needs.
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2.1.1 Creating Search Tasks

In many cases one needs to perform offline evaluation without a working
system – e.g. in building a new product, or in an academic setting. In
such cases it is essential to collect hypothetical search tasks, often called
simulated search or work tasks (where work includes search and other
things). Borlund [2003a] summarizes the role of simulated work tasks
as follows: ? Maarten: I don’t learn from

2.1.1 how I should go about
creating a search task.“A simulated work task situation, which is a short ‘cover

story’, serves two main functions: 1) it triggers and develops
a simulated information need by allowing for user interpre-
tations of the situation, leading to cognitively individual
information need interpretations as in real life; and 2) it is
the platform against which situational relevance is judged.
Further, by being the same for all test persons experimen-
tal control is provided. Hence, the concept of a simulated
work task situation ensures the experiment both realism
and control.”

‘Task’ can mean different things for different people, and the IR
literature has seen long debate over the definition of search task (see
Kelly [2009] for a summary). For our purpose, it is sufficient to under-
stand it as a information need which can be represented in a way that
a human judge can use to judge the quality of given result.

The design of search tasks takes a few considerations which can
critically affect evaluation results. First, there is the question of where
the task comes from and how much the judge is interested in or knowl-
edgable about the task, or the corresponding domain. Edwards and
Kelly [2016] show that judges’ interests in the task has effects on how
they perceive and perform the tasks. Judges in general had more knowl-
edge on the tasks they were interested in, perceived the tasks as easier,
and had higher engagement in terms of time spent. It is also known
that judges’ knowledge of the task can affect the quality of the out-
come, with small but measureable differences between experts and non-
experts [Bailey et al., 2008]. ? ? Maarten: What are the im-

plications for setting up an
assessment exercise yourself?
How to take these findings
into account?
Jin: I would recommend have
a separate group of peo-
ple designing evaluation, but
this would be feasible mostly
for industry settings.
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Another dimension of task creation is complexity, which again has
many aspects. Kelly et al. [2015] looked at this problem using a cogni-
tive complexity framework. They found that participants spent more
effort (queries, clicks and time to completion) in performing tasks with
higher cognitive complexity (create, evaluate and analyze) than tasks
with lower cognitive complexity (apply, understand, remember). In or-
der to ensure the representativeness of the evaluation outcome, it would
be sensible to balance the tasks of varying complexity in a way that
matches actual users’ workloads.

In summary, these results show that the characteristics of search
task can affect the quality of corresponding human judgments, and
therefore is an important dimension in designing an offline evaluation.
Unless you have good understanding of your target users, it is a good
idea to interview potential users to find out what the target distribution
of tasks should be. It is also recommended to collect information about
task characteristics and design experiments accordingly so that one can
control the effect of these factors in evaluation. ? ?Maarten: Can you make this

more precise? Give more de-
tails? What does "important"
mean? This is all fairly ab-
stract?
Jin: some details added

2.1.2 Sampling Query Logs

Assuming you have a working search engine with real users, it is natural
to collect search tasks from query log data. While this is a seemingly
straightforward task, there are a few considerations. We outline some
below, along with recommendations based on recent studies. ?Maarten: I would expect the

outcome of 2.1.2 to be a clear
recipe for sampling. But that
’s not the case.

Evaluation Goals The appropriate sampling strategy depends on
evaluation goals. In a typical scenario, it is reasonable to start with
a representative sample of the traffic. Measurements based on this
sampling strategy would lead to the characterization of average per-
formance, but there are scenarios where average performance is not
informative.

For example, Zaragoza et al. [2010] suggested techniques to iden-
tify segments useful for measurement. They introduce the notion of
‘disruptive sets’, which are a set of queries with high quality results in
one engine, but not in another. Using a disruptive set, one can focus
on the set of queries with a goal to gain competitive advantage.
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Other goals can also dictate the choice of sample. For instance, in
industry one often targets a specific query segment (e.g., queries with
fresh or local search intent); or perhaps on hard queries where there is
more room for improvement and metrics are more sensitive. In these
cases sampling from the particular segment maximizes the evaluation
efficiency.

Characteristics of Search Traffic The characteristics of search traffic
also needs to be considered. Baeza-Yates [2015] shows that web search
query logs follow a power distribution, with longer tails. He suggests a
sampling technique to generate a sample that follows this distribution.
The main idea is to bin the queries based on the frequency, which allows
the sampled queries to match the distribution of original query set.

Generally speaking, this is a form of stratified sampling using the
query frequency as criteria, which can be extended to another query
characteristics such as location, time and user cohorts. For instance,
one can imagine binning the traffic by location and then sample equally
across the bins to get the sample of traffic with balanced geographic
representation.

Query vs. Task Description While it is possible to ask judges to
imagine a search task given a query, it is open to question whether
using a query to represent an information need is worthwhile.? Unlike Paul: I’ve tried to rephrase

thissearch tasks, which should contain sufficient details of user context and
information need, queries in a typical search engine are often in an
abbreviated form, ambiguous and/or with typographical errors. ? Jin: any recommended cita-

tion? i.e., % of queries with
errors

These characteristics of user queries can be a significant source of
noise because 1) there can be many query forms for the same informa-
tion need [Bailey et al., 2015a], and 2) inferring true information needs
from queries can be hard. On the other hand, Yilmaz et al. [2014a]
argued that the choice of intent descriptions can also cause large vari-
ability in evaluation results and therefore the judging should be done
based on queries.

All in all, despite limitations, user queries are still the most readily
available sources of task information, and therefore are widely used for
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judging search results. One can mitigate the noise and ambiguity of
the search query by training judges and presenting possible meanings
of the query – i.e., a SERP from a commercial search engine. Alterna-
tively, generating and using a set of task descriptions corresponding to
each query would be an more expensive yet potentially better way to
mitigate this ambiguity issue.

2.1.3 Summary

In summary, here is our list of recommendations for collecting tasks for
human judgments.

1. Decide whether to create search task or sample from query logs.

(a) If query logs are available and queries are easy to under-
stand, using query as the search task would be fine.

(b) If query logs are available yet queries are not easy to un-
derstand, consider using seed queries to generate simulated
search tasks.

(c) If query logs are not available, consider reaching out poten-
tial users to collect search tasks.

2. In sampling queries from logs, use an appropriate sampling strat-
egy.

(a) If the goal is to collect a representative sample of traffic,
use random sampling.

(b) If the goal is to collect a biased sample of traffic according
to certain criteria, use stratified sampling based on that
criteria.

3. Always collect metadata (task type, user con text, etc.) along
with search tasks to facilitate further analysis. User context can
also be presented as a part of the search task.
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2.2 Designing a Judging Interface

Once the search tasks are collected, we are ready to design a system to
gather judgments. There are several main considerations in designing
a judging interface: we cover these in what follows.

1. How do we describe the context of a search task?
(user location, preferences, previous queries in the session, etc.)

2. What should be the target of each judgment?
(webpage, SERP elements or whole SERP)

3. What should be the scale of judgment?
(absolute vs. relative, numeric scales vs. Likert-type scales vs.
magnitude estimation)

4. What are the quality dimensions we want to measure?
(relevance, usefulness, novelty, trustworthiness, etc.)

2.2.1 Judging Context

There are many contextual variables that affect user satisfaction with
any given search result: users’ knowledge and preference, language, tim-
ing and location of the search, just to name a few. Even with well-
defined search tasks, it is hard to specify all these factors, let alone
with terse keyword queries. Providing some of this contextual infor-
mation to judges can potentially reduce the user-judge gap, thereby
increasing the judgment quality. ? ? Paul: refs?

Maarten: Measured how?The choice of what context to provide depends again on the evalu-
ation goal – what do you want judges to know about the search task?
For instance, if you think user location is crucial in judging the rele-
vance of results (which is the case in many tasks), you should present
the user’s location alongside the query text. Note that, if possible, the
location information should be collected along with user queries to get
a realistic sample of actual user locations.

Relevance judgments are also affected by what user already did dur-
ing the session, so it is reasonable to present some part of user session
as judging context. Several authors have examined this. Chandar and
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Carterette [2013] used a document as context, with the goal of collect-
ing judgments when the context document has already been read. They
proposed an evaluation framework for novelty and diversity evaluation
which captures subtopics implicitly and at finer-grained levels. Golbus
et al. [2014] also experimented with using a document as a context,
and found that the metrics based on conditional judgments correlate
better with user preference at SERP-level.

While one may assume that adding more and more context can only
increase the quality of judgments by reducing the user-judge gap fur-
ther, it should be noted that more context means more effort for judges
in digesting and applying the information. Moreover, more context can
increase judging cost by adding a further source of variability. That is,
instead of collecting judgment for every search task, these judgments
should now be collected for every query and context pairs, which can
potentially make the evaluation prohibitively expensive.

Therefore, one should carefully consider the cost/value trade-off in
adding the context to a judging task. As an extreme example, Mao
et al. [2016] used the entire session as a judging context for collecting
judgments on usefulness (as opposed to relevance) and found that use-
fulness metrics show higher inter-assessor agreement and better corre-
lation with task-level satisfaction elicited from actual users. However,
since adding the whole session as judging context increase both the
effort needed for individual judgment and the number of judgments re-
quired, they recommend using usefulness evaluation only for post-hoc
analysis of the experiments.

2.2.2 Judging Target

Judging target defines the basic form of judgment (i.e., what to present
and how many), and it is the most critical decision as the details of
judging interface depends on it. While creating a judging interface,
we should also decide the granularity of judgment, and whether the
judgment should be given for a single item, or a set of items.
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Figure 2.2: Various judging units for web search results.

Judging Unit

The judging unit is the unit at which judgments should be collected,
i.e., at what granularity do we want to collect judgments? In web search,
for example, the judging unit can be a webpage, SERP elements or a
whole SERP, as shown in Figure 2.2.

The judging unit should be determined by the goal of evaluation:
if you care about the quality of a ranked list, collecting judgments for
each individual result seems like a natural choice. If the presentation of
the whole SERP is a primary concern, the entire SERP might be the
right unit to collect judgments at.

On the other hand, if the judging target is reasonably complex
with multiple sub-components, it is also possible to collect judgments
at smaller units (i.e., SERP elements) and then calculate scores for
large unit (i.e., the whole SERP) by combining unit scores in a sensible
way. This is how most IR evaluation metrics (i.e., MAP or NDCG)
work.

Now, if we want to collect judgments for SERPs, should we collect
element-wise judgments and then combine, or collect single SERP-level
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judgments? This question can be generalized into the decision of judg-
ing unit when the judging target is complex. There is no hard and fast
rule to determine the right judging unit, but here we describe a few
trade-offs.

A smaller judging unit means a simpler judging task, which can be
faster and more reliable. However, the number of judgments to evaluate
a larger unit (i.e., a SERP) can be quite high if the judging unit is small,
making overall judging cost higher than collecting a single judgment for
the whole larger unit. Studying this trade-off would be an interesting
venue for research. ??Paul: reference? or other ev-

idence?
Jin: I don’t know of any.

A smaller judging unit also means better reusability of individual
labels, because you can combine labels for each SERP element to eval-
uate arbitrary configurations (e.g., arbitrary rankings of URLs on a
SERP). This means that the cost of collecting judgments can be amor-
tized over multiple experiments. In fact, query-URL relevance judg-
ments have been so widely used in TREC and other settings because
it allows the creation of test collection which can be used to evaluate
any ranked list.

On the other hand, using a smaller judging unit makes an assump-
tion that each label can be collected independent of other elements –
for example, that the quality of an item at rank 2 on a SERP can be
assessed without knowing anything about ranks 1 or 3. This is hardly
true in a typical search scenario where the concept and criteria of rel-
evance can evolve over time. In this regards, larger judging units have
the benefit of providing rich context for judges.

More importantly, larger judging units can capture various set-level
properties – including the comprehensiveness, redundancy between ele-
ments. For instance, SERP-level judging can reveal whether the SERP
captures all the reasonable intents for a given query. Also, the redun-
dancy among documents in a ranked list can be captured only at the
list-level.

In literature, as briefly mentioned above, document-level judgment
has been most prevalent. However, there has been some works that fo-
cus work SERP-level evaluation. Bailey et al. [2010] introduce a judg-
ment scheme which can capture the interaction among SERP elements
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as well as element-level quality.
SERP-level judgments were introduced by Thomas and Hawking

[2006], who propose a pairwise judging interface in order to minimize
the complexity of defining judging criteria (more about this in the fol-
lowing section). Several other works including Kim et al. [2013] refined
this idea to include dimensional relevance judgments as well as overall
SERP-level comparison. ? Paul: I will add work by Falk

et al. on judging snippets
Absolute vs. Relative Judgments

Another consideration in determining a judging target is the type of
judgment, which can be either absolute or relative. In absolute judging,
judgments are collected for a single judging target, whereas relative
judgment asks for a pairwise preference between two targets. Figure 2.3
shows the two types of judgments in evaluating web search results.

Now, how should one choose between absolute and relative judg-
ments? In general, absolute judging requires objective criteria to dis-
tinguish amongst different levels, whereas relative judgments can avoid
the issue. Carterette et al. [2008] have also suggested that relative judg-
ments tend to be more accurate for document-level judging, while Kazai
et al. [2013] found that a pairwise judging interface improves crowd-
sourcing quality so that it can be on par with that of trained judges.

Relative judgments have been used in various evaluation settings.
Chandar and Carterette [2013] employed document-level pairwise judg-
ing using another document as a context, to evaluate novelty and di-
versity. Arguello et al. [2011] proposed an evaluation scheme for aggre-
gated search based on pairwise preference judgment at element level,
and Zhou et al. [2012] used SERP-level pairwise preference judgments
as part of the evaluation framework for aggregated search.

On the other hand, the number of relative judgments grows with
the square of the number of items. Since preferences may be weak, and
may also be nontransitive, in principle each possible pair needs to be
labeled. Carterette et al. [2008] On the other hand, absolute judgments
are reusable in that you can compare among any items for which you
have item-level labels. Therefore, if you want to reuse judgments in an
environment where multiple generations of ranking techniques should
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Figure 2.3: Absolute vs. relative judgments.
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be compared against each other, absolute judgments may save cost in
the long run. This is also the reason that TREC has employed absolute
judgment since its inception. Paul: I’ll add notes on:

different types of scales,
e.g. Likert-type vs numeric,
Falk’s work on magnitude es-
timation, IIiX paper on se-
mantic differentials?

? ?

Paul: I’ll add notes on: Diane
et al. on the effect of ques-
tion mode? Can’t remember
if this is relevant

2.2.3 Judging Criteria

The central assumption of offline evaluation is that human judges can
represent real users, and we often want judges to tell us if the judging
target would be relevant to the potential user. ? However, this is not a

Maarten: Should relevance
be the core criterion here?
Why not "utility" (see eg
Belkin).

trivial task for judges given the contextual and multi-faceted nature of
relevance [Borlund, 2003a], and for example Chouldechova and Mease
[2013] report increased judging quality when done by query owners
(users who did the search themselves) compared to query non-owners.

Also, while the concept of relevance is broad, it typically specifies
the relationship between an information need and an object, and is
not sufficient to capture the true value of the item in the context of a
search session. Therefore, it has been argued that IR as a field should
move beyond relevance to evaluate usefulness in the context of search
tasks [Belkin, 2015]. The TREC Session track [Carterette et al., 2014a]
and TREC Task Track Yilmaz et al. [2015] is another movement in the
same spirit.

Recent work has tried to address this problem from multiple an-
gles. The role of user effort and effort-based judging has been proposed
[Yilmaz et al., 2014b, Verma et al., 2016], where it is shown that ef-
fort should be incorporated as an additional factor in human judgment
to build retrieval systems that optimize user satisfaction. Carterette
[2011] also analyzed existing evaluation metrics from the view of ex-
pected utility and expected efforts. Golbus et al. [2014] and Kim et al.
[2013] also experimented with multi-dimensional judgment collection,
which is useful in finding the relationship between different aspects of
relevance.

Another thread of work looked at relevance judgments in the con-
text of other items, or even the whole session. Chandar and Carterette
[2013] proposed judging methods for novelty and diversity, where they
employed preference-based judgment between document A and B in the
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context of a third document (C). The resulting method has the benefit
of allowing the evaluation of novelty and diversity without requiring
the collection of sub-topical judgments.

Mao et al. [2016] proposed collecting usefulness judgment in the
context of whole session. They showed that high relevance by asses-
sors is a necessary but not sufficient condition for high usefulness for
users, and that usefulness judgments better correlate with behavioral
signals such as click cumulative gains. But since usefulness judgments
are costly to collect, they advised only collecting them post-hoc.

Overall, the current literature suggests many ways to set judging
criteria for relevance, with different methods having different emphases.
If the goal is to focus on query-document relevance, a simple interface
as seen at the top of Figure 2.3 will do. However, one can add another
document or even whole session history as a context if the goal is to
capture the value of the item in the context of a broader search task. ?Maarten: In terms of practi-

cal hands on advice on set-
ting up label collection ef-
forts, this is a bit vague. 2.2.4 Summary

In summary, here is our list of recommendations for designing an in-
terface for human judgments collection.

1. Consider presenting each search task with context to reduce vari-
ability of the results.

2. Use the smallest judging unit at the beginning to collect fine-
grained information with least amount of noise, yet consider col-
lecting more coarse-grained (set-level) judgments as well to cap-
ture interactions among items.

3. Use absolute rating scale when it is possible to define clear crite-
ria for each rating. Use relative rating scale otherwise, especially
when employing crowd judges.

4. Judging interface design is an iterative process. Test multiple ver-
sions with small group of judges before scaling up.
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2.3 Collecting Judgments

Once the judging interface is designed, the next task is to find judges
to work with. Here we discuss considerations in choosing judge groups.
Recently crowdsourcing has become a standard way to collect judg-
ments at large-scale. Since quality control is more challenging when
working with crowd judges, we also discuss considerations in crowd-
sourcing human judgments.

2.3.1 Choosing Judge Groups

There are quite a few options from which you can find judges, but
you can roughly put them into four categories: 1) team members who
work on the project, 2) expert judges who typically sit in-house with
the team, 3) crowd judges who work remotely and can be reached via
platforms like Amazon Mechanical Turk, 4) people who actually use
the system.

How should we decide on which option to choose? First, it is rec-
ommended to start some judging exercise with the team (Group 1)
before outsourcing the judging task, because you need to make sure
you provide high-quality interfaces and descriptions to get judgments
of reasonable quality. But this approach soon hits scalability issues?, Maarten: Please explain.

How many judges are
needed? You don’t say this?

so we focus on expert judges (Group 2) and crowd judges (Group 3) in
this paper.

There has been some recent work comparing human judges of
different characteristics. Bailey et al. [2008] is a classic work where
they found that judges’ level of expertise on the domain can result
in small yet consistent difference on system scores and rankings. Sim-
ilarly, Chouldechova and Mease [2013] looked at judgments done by
query owners (users who did the search themselves) vs. query non-
owners, where they concluded that query owners are can distinguish a
higher quality set of search results from a lower quality set in a blind
comparison.

However, neither finding domain experts nor using search tasks from
judges themselves are feasible if you need judgments at large scale, or
the goal is to collect judgments from representative sample of user
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traffic. Typically the options available are either in-house judges with
some form of training or crowd judges.

Among these groups, Kazai et al. [2013] found that trained judges
are significantly more likely to agree with each other and with users
than crowd workers. But when they compared third-party judgments
with clicks from real users, they found that the judgments from trained
judges does not necessarily show higher agreement with metrics based
on user clicks.? ?Maarten: Implications for

setting up your own labeling
effort?
Jin: I would say avoid this as
much as possible.

2.3.2 Crowdsourcing Relevance Judgments

Collecting labels from humans used to require finding and managing
a group of people one by one, which is often an expensive and time-
consuming process. Compared to this, crowdsourcing – hiring subjects
from remotely using services such as Amazon Mechanical Turk – has
a clear benefit in cost and scalability, and therefore it has gathered
a lot of attention from research community, including a large body
of work produced in IR community as well. Alonso [2012] provides a
comprehensive survey of research and best practice in this area.

Along with the availability of cheap workforce from across the globe,
the challenge in managing the quality of outcome has emerged. A stan-
dard approach in reducing errors has been aggregating redundant judg-
ments from a group of independent assessors, and several works has
focused on collecting and aggregating redundant labels.

Venanzi et al. [2014] proposed a community-based Bayesian label
aggregation model which is based on finding latent groups among crowd
workers and aggregating labels based on them. Davtyan et al. [2015]
proposed using textual similarity to aggregate crowd judgments, where
the relevance labels from similar documents are propagated. Companies
such as Crowdflower1 provide a service by which high quality labels
are automatically calculated based on redundant judgments. They also
provide resources on how to design a crowdsourcing task for search
relevance judgments.2 ? ?Maarten: What’s the point?

How are readers of this sur-
vey going to benefit from this
comment?
Jin: This can be an example
where ideas from research are
put into practice

Another approach to improving the quality of crowdsourced judg-
1https://www.crowdflower.com/
2How to: Run a Search Relevance Job https://goo.gl/gfsEYi
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ments is by improving the judging interface design. This section already
dealt with design decisions on judging interface design, and Kazai et al.
[2012] provide further guidance in deciding the complexity of judging
tasks and the amount of payment per judgment. They recommend 1)
pricing the hit according to expected efforts from judges, because both
paying too little or much has downsides, 2) reducing the complexity of
task such that cheating take approximately the same effort as faithfully
completing the tasks, and 3) having multiple ways to detect the quality
of the work such as questions with known answers or judges’ behavior.

Recently, there has been several proposals regarding how to embed
quality control as a part of natural judging workflow. Alonso et al.
[2015] proposed adding a simple tasks which can prepare judges for
actual tasks and allow easy validation of the crowd judges’ faithfulness
at the same time. For instance, in collecting relevance judgments for
social media posts, one can ask whether the post contain a person’s
name, which is an easy task that can be answered only by reading it.
Similarly, McDonnell et al. [2016] suggested simple annotation scheme
which can also be useful in results validation. The idea is to ask for
annotation of relevant part of the judging target, which forces reading
by judges, and then allows simple validation without extra efforts.

As large-scale crowdsourcing has become commonplace in a indus-
try setting, several authors have recently investigated workflow design
for crowdsourcing. At microscopic level, Scholer et al. [2013a] and Shok-
ouhi et al. [2015] looked at the effect of previous assessments on the
quality of a judgment, and showed that the human annotators are likely
to assign different relevance labels to a document depending on the
quality of the last document they had judged for the same query. At a
macroscopic level, Megorskaya et al. [2015] explored various parameters
in designing workflow, and argue for having a communication channel
between judges and 3–5-way overlap in a production environment.

2.3.3 Summary

In summary, here is our list of recommendations for collecting human
judgments.
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1. Always start the judging task internally and with small number
of judges before scaling up to avoid wasting judging efforts.

2. For simpler judging tasks, try crowdsourcing first, along with the
following considerations:

(a) Vary the amount of overlap to find the right trade-off be-
tween the judging cost and the precision of the outcome.

(b) Use a simple interface that takes minimum instructions to
use. Set the price of the task to match the expected efforts.

(c) Make sure the UI has more than one built-in quality control
mechanisms, such as trap questions and malicious behavior
detection.

3. For more involved judging tasks, consider hiring in-house judges.
Try to hire people with domain expertise to further improve the
quality.

2.4 Open Issues

So far in this section, we looked at issues in collecting human judgments,
and provided guidance based on latest research. However, search is
rapidly evolving and as such new research areas are emerging. Before
moving on to the next topic, here we discuss several open issues.

New Judging Targets Most existing research considers document-
level judging. But modern SERPs contain rich results beyond doc-
uments, such as instant answers and multimedia results. Extending
document-based judging model into these new judging targets would
be an interesting problem. This includes judging methods for snippets,
instant answers and rich SERPs with all these elements.

Al-Maqbali et al. [2010] investigated several methods for summariz-
ing the contents of a webpage, and found that adding visual summary
of a webpage such as thumbnail, sailent image, tag clouds does reduce
the time for relevant judgments to be made, yet does not improve the
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accuracy in doing so. This double-sided effect of visual elements reas-
sure that adding an flashy UI element is not always a good idea.

New Endpoints for Search Smart phones are becoming standard de-
vices for accessing the internet;3 and recently conversational agents
have become a major focus for many tech companies. We are yet to
learn how these new environments can affect judgment collection, yet
changes in device size (smaller) and interaction modality (from click to
touch and voice) is sure to change how to evaluate the quality of search
results. Recent work such provide some hints at what needs to change
for these new environments.

Verma and Yilmaz [2016] investigated the difference in relevance
judgment collection between mobile and desktop interfaces, and found
that judging time in mobile documents is higher than in desktop, which
is somewhat counterintuitive given the small screen size in mobile envi-
ronment. They also found that viewport features are useful in predict-
ing relevance judgments in mobile environment, where smaller screen
size makes it easier to pinpoint where the user is reading. Kiseleva et al.
[2016] focused on building a predictive model of success in conversa-
tional setting with new featues such as voice and touch interaction fea-
tures, and found that dialogue-style interaction necessitates task-level
modeling as opposed to query-level modeling. ? ? Maarten: This is too

short/abstract to be mean-
ingful.
Jin: Details added

New Judging Methods for Personalized Search Standard judging
methods collect labels given a search task and a single, or a pair of,
search results. However, this model may not work in environments
where search is highly contextual and personal, such as in searching
with conversational agents. Several recent works such as those by Xu
and Mease [2009] and Moraveji et al. [2011] explored task-based judg-
ment collection, where judges perform search given a (possibly person-
alised) search engine to make their judgments.

While allowing judges to perform searches themselves certainly al-
lows more degrees of freedom for judges in evaluating given search
engine, this in turn adds variability in outcome and careful experi-

3http://a16z.com/2014/10/28/mobile-is-eating-the-world/
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ment design is required. In comparing two search engines using the
task-based judging method, Xu and Mease [2009] proposes a cross-over
design that balances the assignment of search engine and tasks across
judges. This reduces the variance of estimated delta between two en-
gines by an order of magnitude.Maarten: Make this a useful

bit of information for your
readers.

??

Jin: Details added Closing Remarks In this chapter we discussed human judgments col-
lection: how to collect search tasks, design a judging interface, and hir-
ing and managing judges to actually collect judgments. Despite recent
changes in search user interfaces, basics learned in this chapter would
still be useful as guiding various decisions in designing and collect-
ing human judgments. In subsequent chapters, the judgments collected
will be used to calculate metrics and draw conclusions at the level of
experiments.Maarten: Missing: a look

ahead, i.e., a statement on
how the choices made in
this chapter (setting up the
label collection) affects the
next two stages in the offline
evaluation pipeline, and vice
versa.

? ?

Jin: Added
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Evaluation Metrics

The second step in offline evaluation is selecting or designing a meaning-
ful evaluation metric. This is essentially the question of how to combine
labels to meaningful numbers. For traditional IR evaluation where the
labels are collected at query-URL level, combining labels to a metric
requires quite a few assumptions, or even a user model. In this chapter,
we go over the various considerations of IR metric design, as well as the
user models behind these metrics. We briefly survey some established
metrics but spend more time on recent developments: explicit models
of user behavior, deriving metrics from these, and open issues including
session-level measurement, dealing with variation, and considering rich
SERPs. (20-25 pages)

3.1 Basic IR evaluation metrics

- Metrics based on absolute judgments (e.g. Cooper [1973])
- Metrics based on preference-based judgments, including e.g. ag-

gregated in-situ side-by-side Thomas and Hawking [2006]
- Ranking-based metrics (Tau/TauAP)
- Criticisms: especially reproducability/replicability

43
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3.2 Metrics based on simple aggregation of labels/qrels

- Set-based: P, R
- Rank-based: P@k, AP, RR
- Criticisms: what tasks and behaviors are modeled here?

3.3 Models of behavior

Evaluation metrics that are based on explicit models of user behavior
- The cascade model and variants
- Weights, the C/L/W framework [Moffat et al., 2013]
- ERR, EBU, GAP, Time-biased gain, etc.
- Weighted precision metrics such as RBP, INST; notion of residual

[Moffat and Zobel, 2008, Moffat et al., 2015]
- α-NDCG, IA metrics, etc.
- Cost-based/economic models and the prospects of metrics from

these
- Session-level metrics Kanoulas et al. [2011b] Järvelin et al. [2008]

3.4 Model fitting

Fit of metrics to models; estimating the distribution of parame-
ters/metric values based on user data

Carterette et al. [2011], Moffat et al. [2013]

3.5 Open issues

Open issues in behavior models and the corresponding metrics
- Whole-page quality
- Caption effects
- Variation between users: behaviors, learning styles, cognitive

styles, topic expertise, search system expertise, expectations of the sys-
tem, query variation, . . .

- Duplication in SERPs
- Learning (?)
- Non-traditional tasks and novel UIs
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- Choosing between metrics; sensitivity; finding evidence any of
them correlates with user behavior or other important dependent vari-
ables

- Measuring things outside the SERP: query formulation,
source/engine selection



4
Experiments

An experiment is defined as the collection of labels and metrics defined
on top of them. We first look over many considerations in order to
design an experiment given a budget and time constraint. We then
focus on a set of analyses we can perform once the data is collected,
followed by the ways of reporting experimental results. (≈ 15 pages)

4.1 Designing an Experiment

- How to select queries?
- How many queries? Sakai [2014]
- How many documents? Carterette et al. [2009a]
- How to distribute judgment efforts across queries and documents?

Carterette et al. [2009b], Yilmaz and Robertson [2009]

4.2 Analysis of Experimental Results

Survey of research results Sakai [2016]
Drawing conclusions from metrics
- Hypothesis Testing Dinçer et al. [2014]

46
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- Comparison of different types of significance tests Smucker et al.
[2009]

Various analysis methods
- Power analysis Sakai [2014]
- Failure analysis
- Sensitivity and Reliability analysis Urbano et al. [2013]
- Informativeness (MaxEnt) Aslam et al. [2005]
- ETC Bron et al. [2013] Boytsov et al. [2013] Robertson and

Kanoulas [2012]

Reporting results
- Effect sizes and distributions, vs point estimates and p values

4.3 Open Issues

- Reusability for SERP/task-level evaluation
- Beyond significance testing – bayesian alternatives?
- Reusability / Generalizability of experimental results



5
IR Evaluation in Practice

In this chapter, we review evaluation practices happening in both
academia and industry. We first cover evaluation practices from
academia, including recent TREC tracks, data generation efforts. We
also look at evaluation efforts in related area such as recommendation
systems and conversational agents. We then turn to evaluation practices
from industry including major players in search and recommendation
based on published papers and articles.

5.1 Evaluation Practices from Academia

Emerging TREC tracks
- Task track
- Microblog track
- Live QA track
- Contextual suggestions track

Dataset generation efforts
- Living labs for IR 1

1http://living-labs.net/

48
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- Data set shared by industry 2

Evaluation in related domains
- Aggregate search Zhou et al. [2013]
- Recommendation systems Gunawardana and Shani [2015]
- Conversational agents

5.2 Evaluation Practices from Industry

How are the practitioners doing? (≈15 pages)
- Google 3 4

- Bing 5

- Netflix Gomez-Uribe and Hunt [2015] 6

- Facebook 7

- Pinterest 8

- LinkedIn 9

- Startups 10

11

Common features: combine online and offline evaluation
- Offline evaluation for early iteration
- Online evaluation for final ship decisions

2http://jeffhuang.com/search_query_logs.html
3How SearchWorks (Google) https://www.google.com/insidesearch/howsearchworks/thestory/
4Updating Our Search Quality Rating Guidelines

https://webmasters.googleblog.com/2015/11/updating-our-search-quality-
rating.html

5The Role of Content Quality in Bing Ranking (Bing) http://bit.ly/1T1BaYN
6The Netflix Tech Blog: Learning a Personalized Homepage

http://techblog.netflix.com/2015/04/learning-personalized-homepage.html
7Who Controls Your Facebook Feed (Slate) http://slate.me/1T1BbvU
8Machine Learning at Pinterest http://www.slideshare.net/HiveData/the-hive-

think-tank-machine-learning-at-pinterest-by-jure-leskovec-61383413
9http://www.slideshare.net/dtunkelang/search-quality-at-linkedin

10The Humans Hiding Behind the Chatbots
http://www.bloomberg.com/news/articles/2016-04-18/the-humans-hiding-behind-
the-chatbots

1110 Data Acquisition Strategies for Startups http://bit.ly/28IHlC7



6
Conclusions

In this chapter we conclude this survey by providing the summary of
contents so far. We also provide a brief outlook toward the future of
offline evaluation for IR.

6.1 Summary

Recap: general Components of Offline Evaluation
- Experiment
- Search Task (Query / context)
- Evaluation Metric
- Judging Method (Interface / rating scale)

6.2 Future of Offline Evaluation for IR

Emerging trends in the tech ecosystem
- Mobile-first: different interfaces and information needs
- Natural-language interaction: Bots and Conversational agents
- End-to-end support for task completion: e.g., restaurant reserva-

tion

50
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Future of Offline Evaluation
- Evaluation of search agents (as well as engines)
- Evaluation of various information ’cards’
- Evaluation of end-to-end task completion

Future of Offline Evaluation Research
- Need for Academy-Industry collaboration
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