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NOT STABLE QUEUE
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provide a unifying distributed system to receive
and disseminate event data
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UNDER [HE HOOD

*topics and channels are independent

| Q
- configurable high water mark (" In-Memory [l
(disk persistence) & £ I
£ )) i O 4 )
*"bounded” memory footprint
DiskQueue
for msg := range c.incomingMsgChan { —
select { goroutine
case c.memoryMsgChan <- msg:
default:
err := WriteMessageToBackend(&msgBuf, msg, c)
1f err != nil {

// log whatever
¥
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DE-COUPLE

PUB locally to nsqd via H [ [P

*perform work async

............. > metrics

*co-locate everything (silo)
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A MESSAGE QUEUE
S BORING

(IN ISOLATION)
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*NO centralized broker
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DISCOVERABILITY

*Introduce nsqlookupd

*producers and consumers
come and go

*Other services can discover
and subscripbe to this topic

O

nsq_to file

C
nsq_to file
1 - query nsqglookupd

. ) 7

for topic “api_event

TCP
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DISCOVERABILITY

“api_event” “api_event”
topic topic
| “metrics”
C channel

*Introduce nsqlookupd

*producers and consumers
come and go

2 - connect to all discovered
producers

TCP

' ke
: , C nsq_to file nsq_to file
»other services can discover //\Q
and subscribe to this topic A1 query nsalookupd
. HTTP  for topic “api_event .

nsqlookupd nsqlookupd
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GUARAN TEES

*messages are delivered at least once
*messages are not durable (by default)
*messages recelved are un-ordered

*consumers eventually find all topic producers
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BACK PRESSSSSSSSSSSSURE
T -

.clients control flow - RDY state ! RDY |
*concurrency knob Msz G
Handier Timeout ++ S

*processing fails! RDY 0
slow down rate

wﬁ |
*bad message!

*limit attempts l

*delay re-processing RDY N
Check
Timeout == 0 \Ukbsis” Timeout > 0
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ONE MORE THING

*H#Hephemeral channels

*channel sampling

* [LS / Snapp

-1 1 g 1 R B

eleme

'y over sta

® O 6 [ "] NSQ correlated_decodes x

€«

C Mt G https://nsqadmin-ec2.bitly.net/topic/correlated_decodes

Streams correlated_decodes

Topic: correlated_decodes

Delete Topic

Topic Message Queue

nsqd Host Depth
cordreader04.ec2.bitly.net:4151 sty O
cordreader05.ec2.bitly.net:4151 Wi W, Lk O
Total: v p 0

Channel Message Queues

Channel Depth
nsq_to_file | 0
privacy_store W WA ik O

stageprivacystore01

wo

Memory + Disk
0+0
0+0
0+0

Memory + Disk
0+0
0+0
0+0

Messages Channels
""" 952,448,957 3
T——"——" 956,705,323 3
""" 1,9089,154,280 3
In-Flight Deferred Requeued Timed Out
1,007 0 123 123
40 0 22 22
40 0 0 0

Messages

1,908,154,280
1,909,154,281
1,909,154,281

Connections

16
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(Thanks!

@imsnakes

https://github.com/bitly/nsq

shoutout to @jehiah (co-author of NSQ)
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